
Methods	 

Because	the	data	I	collected	does	not	provide	enough	information,	and	I	would	need	NLP	to	
proceed	my	goals	which	I	am	half	the	way.	I	used	data	from	lab	4.2.	It	is	a	dataset	about	
data	of	motivation	trackers.	First,	the	device	type	is	collected	as	dummy	variables	for	future	
use.		

The	attribute	activity	is	categorical	so	it	could	be	used	as	y	dataset	for	training,	also	for	
labeling.	The	x	data	would	be	the	rest	data	that	is	cleaned.	Then	the	datasets	are	separated	
to	test	and	train	for	prediction.	SVM	with	Linear,	Polynomial,	BRF	and	Sigmoid	kernels	are	
applied	for	predicting.		

After	predicting,	the	confusion	matrix	shows	how	both	test	and	train	are	distributed	
compared	to	the	prediction	results.	

Class	distribution		

From	looking	at	the	Linear	SVM	result,	most	of	the	users	are	running	5	METs,	but	it	
returned	low	F1	scores,	which	means	the	precision	is	not	as	accurate. 

The	rest	of	the	models	shows	most	of	the	users	are	lying	with	higher	recall	scores.	The	
polynomial	works	for	this	dataset	the	best,	by	looking	at	the	scores. 

Baseline	model	for	comparison	(train	to	test)	
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Final	results	 

The	polynomial	SVM	has	the	highest	f1	score.	By	looking	at	that,	the	most	frequent	activity	
is	lying	for	the	users. 

Conclusions:	 

Users	tend	to	lying	in	the	most	of	cases.	The	secondary	frequent	activity	is	run	3	METs. 


